
Chapter 23: Convolutional Neural Network (CNN) 

 

 

23.1 Introduction 

Have you ever wondered how your phone can recognize faces or how Google Photos can 
identify cats, trees, or buildings? Behind these smart features is a powerful concept in Artificial 

Intelligence called Convolutional Neural Networks, or CNNs. CNNs are a special type of 
Deep Learning model designed to process visual data, like images and videos. 

In this chapter, we will explore what CNNs are, how they work, and where they are used — in a 
simple and beginner-friendly manner suited for Class 10 students. 

 

23.2 What is a Convolutional Neural Network (CNN)? 

A Convolutional Neural Network (CNN) is a type of Artificial Neural Network (ANN) 
specifically designed for analyzing visual inputs such as images. 

Unlike a regular neural network, a CNN can automatically learn to identify important features 
like edges, corners, colors, shapes, and patterns from images, without requiring humans to 

manually extract them. 

 

23.3 Why Use CNN Instead of Regular Neural Networks? 

Traditional neural networks are not well-suited for images because: 

• Images are high-dimensional (e.g., a 100x100 pixel image has 10,000 values). 

• Fully connected layers become very large and slow. 

• They ignore spatial patterns like edges or textures. 

CNNs solve this by: 

• Keeping the spatial relationship between pixels. 

• Reducing the number of trainable parameters. 

• Automatically extracting important features through filters. 

 

23.4 Structure of a CNN 

A CNN is made up of multiple layers, each with a specific role: 



23.4.1 Input Layer 

• The input layer takes in the image. 

• An image is represented as a matrix of pixels (e.g., a black-and-white image is a 2D 

matrix, a colored image is a 3D matrix with RGB channels). 

23.4.2 Convolutional Layer 

• Applies filters (also called kernels) to the image. 

• These filters detect edges, corners, and textures. 

• The result is a feature map, which shows where certain features appear. 

📌 Example: A filter might highlight vertical lines in an image. 

23.4.3 Activation Function (ReLU) 

• After convolution, we use an activation function like ReLU (Rectified Linear Unit). 

• It introduces non-linearity by replacing all negative values with zero. 

• This helps the network understand complex patterns. 

23.4.4 Pooling Layer 

• The pooling layer reduces the size of the feature maps. 

• It keeps the most important information and reduces computation. 

• Common types: Max Pooling (keeps max value) and Average Pooling. 

📌 Max pooling of a 2x2 section: From [3, 5; 1, 2] → max is 5. 

23.4.5 Fully Connected Layer (FC) 

• At the end of the network, CNNs use fully connected layers. 

• These layers connect every neuron in one layer to every neuron in the next. 

• They perform the final classification based on the extracted features. 

 

23.5 Example: CNN for Handwritten Digit Recognition (MNIST) 

The MNIST dataset contains images of handwritten digits (0 to 9). A CNN can: 

• Detect patterns (like curves or straight lines). 

• Recognize the number shown in the image. 

• Classify it correctly (e.g., “This is a 7”). 

 

23.6 Applications of CNN 

CNNs are used in many real-life AI systems: 

Application Description 



Application Description 

Face Recognition Unlock phones, tag people in photos 

Object Detection Detect cars, people, animals in images 

Medical Imaging Identify diseases in X-rays and MRIs 

Self-driving Cars Understand road signs, pedestrians, lanes 

Augmented Reality (AR) Apply filters on faces in real time 

Security Surveillance and activity monitoring 

 

23.7 Advantages of CNN 

• Automatic Feature Extraction: No need for manual feature selection. 

• Efficient: Fewer parameters than regular ANNs for image tasks. 

• Highly Accurate: Great performance on visual classification tasks. 

 

23.8 Limitations of CNN 

• Need Large Data: CNNs often require many training images. 

• Computationally Intensive: Needs GPUs for training large models. 

• Overfitting: If not trained well, CNNs may memorize rather than generalize. 

 

23.9 Common CNN Architectures 

Here are some popular CNN models: 

Model Purpose 

LeNet Digit recognition 

AlexNet ImageNet winner in 2012 

VGGNet Deeper model with uniform architecture 

ResNet Solves vanishing gradient problem 

MobileNet Lightweight model for mobile devices 

 

23.10 CNN vs Human Brain 

CNNs are inspired by the visual cortex in our brain. Just like we recognize faces or objects 
through repeated exposure, CNNs also learn by training on many images. 

 



23.11 Summary 

• CNN stands for Convolutional Neural Network, used mainly for image and video 

analysis. 

• It consists of layers: input → convolution → ReLU → pooling → fully connected → 

output. 

• CNNs are efficient, accurate, and self-learning. 

• They are widely used in real-world applications like face recognition, self-driving cars, 

and medical diagnosis. 

 

✅ Quick Recap Table 

Concept Description 

CNN A deep learning model for images 

Convolution Layer Applies filters to extract features 

Pooling Layer Reduces feature map size 

ReLU Activation function that adds non-linearity 

FC Layer Final decision-making part 

Applications Face detection, AR, self-driving cars, etc. 

 


