
Chapter 17: Ethical Considerations of Using 

Generative AI 

 

🔰 Introduction 

Generative AI is a powerful form of artificial intelligence that can create content—such as 
images, music, text, and even videos—that resembles what a human might produce. Tools like 
ChatGPT, DALL·E, and others are examples of generative AI. 

However, with great power comes great responsibility. The use of generative AI raises several 

ethical questions. These concern how people use these tools, how their outputs affect society, 
and how we ensure AI is used fairly, safely, and responsibly. In this chapter, we will explore the 

various ethical considerations when using generative AI. 

 

📘 17.1 What Is Ethics in AI? 

Ethics refers to a set of moral principles that guide human behavior. In the context of AI, it 
means asking: 

• Is it right or wrong to use AI in a certain way? 

• Is it harmful to others? 

• Does it respect privacy, truth, and fairness? 

Ethics in AI helps us decide how to design, use, and regulate AI systems responsibly. 

 

📘 17.2 Why Ethics Matters in Generative AI 

Generative AI is unlike calculators or search engines—it creates new content. This content can 
look real, but may be: 

• Misleading or fake (e.g., fake news, deepfakes). 

• Biased or offensive (e.g., content showing stereotypes). 

• Plagiarised or reused without permission. 

Therefore, using generative AI without ethical awareness can lead to serious consequences for 
individuals, society, and even democracy. 

 



📘 17.3 Major Ethical Concerns of Using Generative AI 

🔹 17.3.1 Misinformation and Fake Content 

Generative AI can produce fake news articles, fake photos, or videos that seem real. These can 
spread quickly on the internet and mislead people. 

🧠 Example: A fake video showing a politician saying something they never said can impact 
elections. 

🔹 17.3.2 Bias and Discrimination 

AI models learn from data collected from the internet, which can be biased. As a result, the AI 
might: 

• Show gender, racial, or cultural stereotypes. 

• Treat certain groups unfairly. 

🧠 Example: A resume-screening AI may unknowingly prefer male names over female ones if 
trained on biased data. 

🔹 17.3.3 Intellectual Property and Plagiarism 

Generative AI can create content that looks like it was copied from other people's work. This 
raises questions about: 

• Who owns AI-generated content? 

• Is it fair to use others’ content to train AI without permission? 

🧠 Example: An AI generating music similar to a famous song without crediting the artist. 

🔹 17.3.4 Privacy and Data Protection 

Some AI tools may accidentally generate or reveal private data from training datasets. 

🧠 Example: If AI was trained on private emails or messages, it might accidentally generate a 

similar one later. 

🔹 17.3.5 Job Replacement and Economic Impact 

AI can automate creative jobs like writing, designing, or video editing. This can reduce 

opportunities for human workers. 

🧠 Ethical Question: Should companies replace artists or writers with AI to save money? 

 



📘 17.4 Responsible Use of Generative AI 

✅ Think Before You Use 

Always ask: 

• Is this use ethical? 

• Could it harm someone? 

✅ Verify AI Content 

Double-check any AI-generated information before using or sharing it, especially in schoolwork 
or social media. 

✅ Avoid Harmful Use 

Never use generative AI to: 

• Create fake identities. 

• Bully or harass others. 

• Cheat in exams or assignments. 

✅ Give Credit 

If you use AI tools to help with writing or creating content, mention it clearly. Don’t claim it as 
your original work if it’s not. 

 

📘 17.5 How Can We Make Generative AI More Ethical? 

1. Better Training Data – Use diverse and fair data to train AI models. 

2. Transparency – Companies should disclose how AI tools work and what data they are 
trained on. 

3. Regulations and Laws – Governments are starting to create rules to manage the ethical 

use of AI. 

4. Human Oversight – Important decisions (like hiring, justice, or medical advice) should 

always include human judgment. 

5. AI Literacy in Schools – Students should learn how AI works, its uses, and its limitations 

to make better decisions. 

 



🧾 Summary 

In this chapter, we learned that Generative AI, while powerful, must be used ethically. Key 
issues include misinformation, bias, plagiarism, privacy, and job impact. To be responsible 

users, we must verify content, avoid misuse, and respect originality and fairness. AI should 
be guided by both laws and moral values, with an emphasis on human oversight and 

education. The goal is to ensure AI benefits everyone without causing harm. 

 


