
Chapter 28: Introduction to Model Evaluation 

(Class 10 Artificial Intelligence) 

 

Introduction 

Once a machine learning model has been trained, how do we know if it is performing well? 
Model evaluation is a critical phase in the AI life cycle. It helps us assess how well our AI model 

is learning from the data and how accurately it can make predictions on new, unseen data. 
Without evaluation, we risk deploying models that make poor decisions, which could lead to 

major errors in real-world applications like healthcare, banking, or transportation. 

This chapter will introduce you to the importance of evaluating models, various evaluation 

techniques, and basic performance metrics used to measure the effectiveness of machine 

learning models. 

 

28.1 Why Model Evaluation is Important 

Model evaluation helps in: 

• Checking accuracy: How close are the predictions to actual values? 

• Avoiding overfitting: Ensuring that the model doesn't just memorize the training data 

but generalizes well to new data. 

• Comparing models: Helps to select the best model among many. 

• Improving performance: Evaluation guides further tuning and optimization. 

 

28.2 Types of Datasets Used 

When building and evaluating a model, data is typically split into three parts: 

1. Training Set: Used to train the model. 

2. Validation Set (optional): Used to tune hyperparameters and select the best model. 

3. Test Set: Used to evaluate the final model’s performance. 

This split ensures that the model is not evaluated on the same data it was trained on, giving a 
realistic performance estimate. 

 



28.3 Evaluation Techniques 

28.3.1 Hold-Out Validation 

• Simple technique where data is split into training and testing sets. 

• Common ratio: 70:30 or 80:20. 

• Limitation: The evaluation result can vary depending on how the data is split. 

28.3.2 K-Fold Cross-Validation 

• The data is divided into k equal parts (folds). 

• The model is trained on (k-1) parts and tested on the remaining part. 

• This is repeated k times, and average performance is calculated. 

• Helps to reduce bias due to a single train-test split. 

28.3.3 Leave-One-Out Cross-Validation (LOOCV) 

• A special case of k-fold where k = number of data points. 

• Each instance is used once as the test set and the rest as the training set. 

• Very accurate but computationally expensive. 

 

28.4 Performance Metrics 

28.4.1 Accuracy 

• The most basic metric. 

• Formula: 

Accuracy =
Number of correct predictions

Total number of predictions
 

• Suitable for balanced datasets. 

28.4.2 Precision 

• Measures how many of the predicted positive instances were actually positive. 

• Formula: 

Precision =
𝑇𝑃

𝑇𝑃+ 𝐹𝑃
 

• Where: 

o TP = True Positive 

o FP = False Positive 



28.4.3 Recall 

• Measures how many actual positives were correctly predicted. 

• Formula: 

Recall =
𝑇𝑃

𝑇𝑃 +𝐹𝑁
 

• Where FN = False Negative 

28.4.4 F1 Score 

• The harmonic mean of Precision and Recall. 

• Useful when we need a balance between precision and recall. 

• Formula: 

F1 Score = 2×
Precision × Recall

Precision + Recall
 

28.4.5 Confusion Matrix 

• A table used to describe the performance of a classification model. 

 Predicted Positive Predicted Negative 

Actual Positive True Positive (TP) False Negative (FN) 

Actual Negative False Positive (FP) True Negative (TN) 

• Helps visualize how the model is making decisions. 

 

28.5 Overfitting and Underfitting 

Overfitting 

• When the model performs well on the training data but poorly on test data. 

• The model has learned “noise” and memorized the training data. 

Underfitting 

• When the model performs poorly on both training and test data. 

• The model is too simple to learn the patterns in the data. 

Both are undesirable. A well-evaluated model should strike a balance between bias and 

variance. 

 



28.6 Real-Life Example 

Imagine you have trained a model to detect spam emails. If it identifies all emails as spam, it 
might have high recall but low precision. Evaluation metrics like F1 Score help you fine-tune the 

model to avoid false positives (non-spam marked as spam) while still catching real spam emails. 

 

Summary 

• Model evaluation is essential for checking how well a machine learning model performs. 

• Data is split into training, validation, and test sets to ensure fair evaluation. 

• Techniques like hold-out validation and cross-validation help us test model 

performance. 

• Metrics such as accuracy, precision, recall, F1 score, and confusion matrix are used to 

assess models. 

• A good model should not overfit or underfit. 

• Model evaluation ensures that we deploy reliable and effective AI systems. 

 


